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ABSTRACT

A generic and scalable scheme is proposed for forecasting reservoir inflow to optimize reservoir operations for hydropower maximization. Short-term weather forecasts and antecedent hydrological variables were inputs to a three-layered hydrologically-relevant Artificial Neural Network (ANN) to forecast inflow for 7-days of lead-time. Application of the scheme was demonstrated over 23 dams in U.S. with varying hydrological characteristics and climate regimes. Probabilistic forecast was also explored by feeding ANN with ensembles of weather forecast fields. Results suggest forecasting skill improves with decreasing coefficient of variation in inflow and increasing drainage area. Forecast-informed operations were simulated using a rolling horizon scheme and assessed against benchmark control rules. Over two years of operations from Pensacola dam (Oklahoma), additional 47,253 MWh of energy could have been harvested without compromising flood risk with optimal operations. This study reinforces the potential of a numerically efficient and skillful reservoir inflow forecasting scheme to address water-energy security challenges.

1. Introduction

Most of the world’s artificial reservoirs are operated at daily or longer time scales based on rule curves that were designed using a climatology of historical flow observations and pre-dam storage volumes (Lee et al., 2009; Ficchi et al., 2015; Yazicigil et al., 1983). Rule curves outline the reservoir storage targets that need to be met at specific times of the year. Operating strictly based on these climatology-based rules can lead to mishandling of an unexpected peak reservoir inflow event (Miao et al., 2016). For instance, in a relatively dry flood season, lowering the pool to rule curve level can result in significant loss in hydropower generation, which could be avoided if weather forecasts were made ahead of time.

For efficient operations of a single/multipurpose reservoir system, the information about forecast inflow into the system is an important part of the real-time decision-making process. Short-term daily to weekly scale forecasts are indispensable in maximizing societally important benefits of flood control and hydropower generation (Yazicigil et al., 1983; Anghileri et al., 2016). Flood mitigation requires sufficient flood storage before an impending flood, while hydropower generation requires maximizing the economic value of water by releasing most of it through turbines and keeping reservoir at maximum pool. Reservoir inflow forecasts, if reasonably skillful, can help achieve a balance where hydropower can be maximized without compromising flood risk downstream (Jordan et al., 2012; Madsen et al., 2009; Qi et al., 2017). Often, this is achieved by proactive storage or release from reservoir in anticipation of reservoir inflow. Recently, a study on two dams in US showed application of Numerical Weather Prediction model (NWP)-based reservoir inflow forecasts for optimizing the reservoir operations (Ahmad et al., 2018). Significant hydropower benefits were demonstrated without compromising the flood control objective. Ongoing projects such as Integrated Forecast and Reservoir Management (INFORM) (Georgakakos et al., 2007) and Forecast Informed Reservoir Operations (FIRO Overview, 2017), focused over specific watersheds, are also utilizing short-term weather forecasts for operating the reservoirs.

The NWP models from various meteorological agencies produce weather-scale forecast fields of temperatures, wind, precipitation, soil moisture in three dimensions over the entire globe. These publicly available forecasts represent an underutilized resource for the hydropower community, due to concern over fossil-fuel based environmental degradation (Dudhani et al., 2006; Li, 2005). Moreover, efficient management of hydropower facilities is essential for emerging
economies where demand for energy often exceeds supply or generation capacity (Asif and Muneer, 2007). As more hydropower dams are constructed, especially in developing nations, achieving the highest possible operational efficiency using available weather forecasts can address the growing resource needs of today. The challenge today is to convert the global and public availability of weather forecasts to locally actionable data as reservoir inflow forecast, and thus mainstream their use in the operational world.

However, there are logistic hurdles to globalizing hydropower maximization techniques based on NWP-based reservoir inflow forecasts. Even if the forecasts achieve certain level of accuracy, adequate computational resources are required to capture sudden peak flow events considerably faster than real-time. This is because at a global scale, the NWP models lack sufficient detail to force hydrological models over the reservoir catchments where precipitation can often exhibit higher spatial variability (Flint and Flint, 2012; Do Hoai et al., 2011). Dynamic downscaling techniques have subsequently emerged in recent past that are known to be locally constrained rendition of weather forecasts at hydrologically relevant scale (Wilby and Wigley, 1997). However, dynamic downscaling is computationally intensive and not feasible for computationally-constrained settings of most operational reservoir management agencies around the world. For example, a study on flood forecasting in Houston, TX found that it takes nearly 7–20 h for dynamically downscaling of NWP forecasts for 24-hr lead-time depending on the configuration of CPU available in the current market (Sikder et al., 2019).

In summary, there are two important hurdles for operationalization of reservoir inflow forecasts in real-time reservoir optimization models around the world. These are: 1) uncertainty in inflow forecast (Zhao et al., 2011; Georgakakos et al., 2008; Faber and Steding, 2001), and 2) computational burden of deriving these reservoir inflow forecasts (Cheng et al., 2014).

For large-scale applications of NWP forecast fields in optimizing reservoir operations for hydropower maximization, an alternate and scalable numerical scheme is required. Such a scheme should have the following desired properties: 1) it has to be numerically efficient and considerably faster than real-time for practical operations; 2) it has to allow rapid multi-year historical assessment to understand risks of false positives and negatives in operations; 3) it has to be effective in limited in-situ hydrologic data settings for application in developing countries; and 4) it has to be skilful and yield physically realistic forecasts for streamflow over the forecast horizon.

Our selected scheme that we present here with such desired features is the data-based technique of Artificial Neural Networks (ANN) tailored for reservoir inflow forecasting. The ANN technique, over the last two decades, has proven to be an efficient supplement to modeling qualitative and quantitative water resource variables and capturing the nonlinearity in flow (Maier et al., 2010; Jain et al., 2009; Maier and Dandy, 1996; Hutton and Kapelan, 2015; Wei, 2016; Govindaraju and Rao, 2000; Wu et al., 2014). As noted by ASCE Task Committee on Application of ANNs in Hydrology (2000), ANNs are robust tools for many of the complex hydrological modeling problems. The review of relevant research on ANNs by Maier et al. (2010) suggest that a vast majority of studies have focused on flow prediction. Daily short-term flow forecasting using ANN has been explored, amongst others, by Birikundavyi et al. (2002), Kişi (2005), Wu et al. (2009), Coulibaly et al. (2000) and Zemzami et al. (2016). As required in all modeling efforts, following good practice that increases the credibility and impact of modeling results (Jakeman et al., 2006; Welsh, 2008), is particularly important for ANN models that are developed using available data and not explicitly based on underlying physical processes. For the input nodes, past conditions of streamflow and hydro-meteorological variables are commonly used in predicting future flow. Studies also used other predictor combinations such as flow length and travel time (Akhtar et al., 2009), previous day’s rainfall and temperature (Lorrai and Sechi, 1995), flow, rainfall and evapotranspiration (Anctil et al., 2004), soil moisture deficits and runoff (Cheng and Noguchi, 1996). Bartoletti et al. (2018) eliminated the redundancy in antecedent rainfall using the data-driven Principal Component Analysis technique. However, to the best of our knowledge, there is no work on the use of freely available global NWP weather forecasts as ANN inputs.

Several studies using only the antecedent conditions have indicated the inability of ANN to capture the flow peaks (e.g., Campolo et al., 1999; Sudheer et al., 2003; Wu et al., 2009; De Vos and Reintjes, 2005). To provide an accurate estimate of peaks, it is necessary to remove the local variations caused by extreme flows from the time series function being mapped. Streamflow transformation is used to simplify the data structure following a convenient statistical model (Sudheer et al., 2003). As found by Zemzami et al. (2016), separation of streamflow into baseflow and runoff components improved the peak flow estimation and hence, it was incorporated in the present research. The runoff component was transformed by a moving average procedure to improve the peak flow prediction. Further, studies on ANN-based reservoir inflow prediction have primarily focused over only a specific reservoir system. In an effort to demonstrate global scalability, application of any proposed inflow forecasting scheme extending over multiple dams with varying hydro-climatic and geographic characteristics is necessary.

The innovative aspects of this study include development of ANN model based on the coarser scale forecast fields of 1–7 days lead from NWP weather models to predict basin-scale hydrology. The technique was tested over an inventory of 23 dams with widely varying hydrological characteristics and local climate regimes. A comprehensive validation framework was employed to assess the skillful and physical realism of the modeled forecasts. The probabilistic nature of inflow forecasts was addressed by obtaining an ensemble of forecast flow derived from ensemble of weather forecast. The forecasts were further incorporated in a reservoir optimization model for maximizing the daily hydropower generation while meeting other dam management constraints and regulations. The specific research questions of this study are: (1) Can the use of ANN with pertinent hydrologic knowledge be computationally efficient, skillful and globally scalable in forecasting the reservoir inflow over short term forecast horizon (1–7 days)? (2) What role does the hydrological characteristics of the upstream basin and local climate zone play in driving the forecast skill of the designed ANN model? (3) Can such fast inflow forecasts be used to optimize the reservoir operations to improve energy generation without compromising flood or dam safety?

The rest of the paper is organized as follows. In the next section we discuss the selection of dam sites for application of the proposed technique, followed by a description of datasets used. This is then followed by a detailed methodology and different components involved in Section 3. The case study results of ANN-based forecasts over the database of dams and its application for optimization of reservoir operations are presented in Section 4, followed by discussion and concluding remarks in Section 5.

2. Study sites and hydrometeorological data

In order to address the first two research questions, 23 dams located in various climate zones of the contiguous U.S. (CONUS) were selected. All selected dams receive unregulated flow and are operated for a variety of purposes such as flood control, hydropower generation, water supply, irrigation and recreation. Fifteen of these dams are powered. The dam inventory also represents a wide range of upstream catchment area, topography, hydrological characteristics, flow patterns, reservoir storage and installed hydropower capacity. The dams are shown in Fig. 1 by location and size of upstream drainage area. Apart from the study sites within US, six dam sites in large river basins of Ganges, Brahmaputra and Mekong were identified. Table 1 presents the information about the selected study sites with descriptive statistics of the original flow data over 2007–2014.
Data for this study over the CONUS are as follows: (a) deterministic and ensemble forecast hydro-meteorological forcing fields, (b) basin’s antecedent conditions, and (c) current reservoir state. The deterministic forecast fields of precipitation, temperature and windspeed were acquired from the Global Forecast System (GFS) global-scale Numerical Weather Prediction model at 0.5° resolution for 1-7 days lead-time with a 3-hourly temporal resolution. The archived data is available from Oct 2006, due to which the period of analysis in this study was limited to the winter season (Nov-Mar) during this period.
set to 2007–2017 and all the other datasets were gathered over this period. For the ensemble forecast fields, NOAA’s Global Ensemble Forecasting System Reforecast (version 2) dataset (GEFS/R) (Hamill et al., 2013) with 11-member ensemble of forecasts at 1° resolution was used.

The antecedent precipitation over the basin was obtained from the Climate Hazards Group InfraRed Precipitation with Station data (CHIRPS) gridded rainfall time series at 0.05° resolution (Funk et al., 2015), antecedent temperature and wind speed from in-situ Global Surface Summary of the Day (GSOD) data (Global Surface Summary of the Day, 2018) and antecedent soil moisture from Global Land Data Assimilation Systems (GLDAS). All the gridded datasets were processed to calculate the basin-averaged values to be used as inputs to ANN. The antecedent observed reservoir inflow for US dams was obtained from the dam operating agencies of US Army Corps of Engineers (USACE) and US Bureau of Reclamation (USBR). State of current reservoir storage and headwater level was acquired from the respective agencies’ data portals. The climate zones for each dam were extracted from Köppen-Geiger climate classification (Peel et al., 2007). For the real-time forecasting and reservoir operation purpose, a forecast horizon of 1–7 days ahead was chosen.

3. Methodology

The experimental approach followed in the study is shown in Fig. 2 and described in the following sections.

3.1. Proposed ANN architecture

The ANN architecture used here is the multilayer feedforward neural network. This is one of the most popular architecture used for streamflow forecasting (Wu et al., 2009). It involves input, hidden and output layers where the hidden layer allows the network to perform complex nonlinear mapping between the input and output variables (Coulibaly et al., 2000; Funhashi et al., 1989). A three-layered ANN with one hidden layer was implemented. Many experiments in the past have confirmed this to be adequate for most forecasting problems (Lippmann, 1987; Zhang et al., 1998; Coulibaly et al., 2000). The network’s ability to learn from training data and generalize depends on the number of nodes in input and hidden layers.

The sum of the weighted nodes of a layer form input to a transfer function that determines the output of that node. Nonlinear functions allow the network to learn nonlinear relationships between input and output vectors. The S-shaped log sigmoidal function was employed that acts as a squashing function bounding the output between zero and one and is the most commonly used for hidden layer nodes (Zealand et al., 1999). The output \( y_j \) from the \( j^{th} \) neuron of the layer is:

\[
y_j = \frac{1}{1 + e^{-(w_{ji}x_j)}}
\]

where, \( w_{ji} \) = weight of the connection joining the \( j^{th} \) neuron in a layer with \( i^{th} \) neuron in the previous layer, and \( x_j \) = value of the \( i^{th} \) neuron in the previous layer. The linear function, as recommended for the nonlinear regression problems, was used for the output node activation.

### 3.2. ANN input predictors

Selection of input nodes for developing an ANN model is a difficult task that needs attention and a good understanding of the underlying physical processes. Relying solely on the model to identify critical inputs from a large subset can lead to misconvergence, poor accuracy and curse of dimensionality (Bowden et al., 2005). Sudheer et al. (2002) proposed a better alternative to the popular trial-and-error approach, utilizing the statistical properties (cross-, auto- and partial auto-correlation) of the observed data series for identifying appropriate input vector to the network.

The candidates for the input layer nodes for the proposed ANN scheme were: (1) NWP forecasts of precipitation, temperature and wind-speed, obtained from the GFS model, produced at 0.5° resolution; (2) antecedent precipitation over the basin, (3) antecedent streamflow into the reservoir; and (4) antecedent baseflow. The gridded hydro meteorological inputs were obtained as daily basin-averaged values over the dam’s upstream catchment area. The flow series can be viewed as the sum of baseflow and runoff signals, which when selected adequately as ANN inputs can improve model performance (Zemzami et al., 2016).

The baseflow was separated from the daily observed reservoir inflow using the Recursive Digital Filter (RDF). RDF has been shown to perform better than other filtering techniques (Corzo et al., 2007; Zemzami et al., 2016). The general form of the filter is:

\[
b_k = \frac{(1 - BF_{\text{max}}) \cdot a \cdot b_{k-1} + (1 - a) \cdot BF_{\text{max}} \cdot y_k}{1 - a \cdot BF_{\text{max}}} \]  

(3)

\[
r_k = y_k - b_k \]  

(4)

where, \( y_k \) is the total streamflow, \( b_k \) is the separated baseflow and \( r_k \) is runoff component at time \( k \). It involves two filter parameters that need prior calibration: \( a \), the recession constant and \( BF_{\text{max}} \), the maximum value of the baseflow index that can be modeled by the algorithm (Eckhardt et al., 2005). The initial baseflow, \( b_0 \) is also an unknown (assumed zero in this study for simplicity).

The runoff signal exhibits high local variations due to varying skewness in the data series especially for the smaller drainage areas. This can lead to underestimation of peak flow. An appropriate data transformation is needed to reduce these variations and improve the performance (Sudheer et al., 2003). The moving average method was used here that is also found to improve the time lag in modeled peaks flows (De Vos and Reintjes, 2005). The moving average smoothens flow time series by replacing each data point with the average of previous \( K \) data points, \( K \) being the length of the memory window, with same weight applied to each data point. Instead of the antecedent runoff time series, the moving average over total streamflow was applied to obtain the in-

![Fig. 2. Experimental approach showing development and testing of ANN architecture, and its integration with the reservoir operations optimization to achieve hydropower maximization.](Image)
put node. Once the candidate predictors were identified, the statistical properties of cross- and partial autocorrelation between the predictors and the streamflow were used for finding the optimal number of antecedent days for each variable. The number of hidden layers in the architecture and the baseflow parameters were selected using a trial-and-error procedure. With this configuration, a sensitivity analysis was performed where ANN was trained with different combinations of antecedent/forecast predictors to select the best combination of input predictors for the study sites. This procedure for input predictor selection is schematically shown in Fig. 3.

3.3. ANN training algorithm

The training of an ANN, or determining the weights of the ANN nodes, was performed using a learning algorithm to minimize an error function by providing input-output examples (training data). As found by several studies, the Levenberg-Marquardt (LM) training method is the most effective method for feed-forward neural networks with respect to the training precision (Liu, 2010; Kisi, 2007; Sun et al., 2016; Anctil et al., 2004). The algorithm blends the stability of steepest descent method and the speed advantage of Gauss–Newton algorithm providing a robust way to find the optimal weights, without having to compute the Hessian matrix (Moré, 1978). The MATLAB implementation of LM training in the Neural Network Toolbox was used here (The Mathworks Inc., Natick, Massachusetts).

The most critical issue in training a multi-layer ANN is its ability to generalize the modeled outputs. While an overly complex ANN structure can potentially fit the noise in the training data leading to the overfitting, an insufficient level of complexity can result in lack of generalization ability that fails to detect regularities in the data set, which is also known as underfitting (Coulilbaly et al., 2000). To avoid these issues, the early stopped training approach (STA) is incorporated within the LM training. The STA involves dividing the entire data into three subsets – (i) a training set, which is used to compute the gradient and update the weights and biases of the network, (ii) validation set over which the errors are monitored during the training process and is used to decide when to stop training, (iii) test set, which is not used in the training process but is used to assess the expected performance in the future. During the initial phase of training, the training and validation set errors decrease. However, when the network begins to overfit the data, the error on the validation set typically begins to rise. When the validation error increases for a specified number of iterations, the training is stopped, and the weights and biases at the minimum of the validation error are returned. This threshold number of iterations is chosen to be six in this study. As recommended by Maier and Dandy (2000), this threshold avoids any utilization of validation/test set data during the training process, either to optimize the network inputs and parameters or to decide when to stop training.

Another method to improve the generalization, called regularization was used that modifies the performance function for training. The procedure adds a term to the performance function consisting of the mean of the sum of squares of the network weights and biases. This causes the network to have smaller weights and biases and forces the network response to be smoother and less likely to overfit. The performance ratio of 0.5, which gives equal weight to the mean square errors and the mean square weights was chosen.

The daily inflow forecast over 7-day horizon was obtained using an iterative multi-step forecasting method. The ANN modeled flows at the first lead-time are used as the antecedent flow conditions for the next step’s model input, including all other past information. With each subsequent lead-time, ANN’s own outputs are used iteratively to model the 7-day ahead forecasts. The metrics used for assessing the ANN performance include Nash Sutcliffe Efficiency (NSE), Root Mean Square Error (RMSE), Correlation (R²) and Mean Absolute Error (MAE).

3.4. Forecast performance assessment

To ensure that the trained ANN model does not contain known or detectable flaws and can be used with confidence over any unseen data, a comprehensive assessment was performed using different facets of the modeled ANN flow. Specifically, three aspects of the model validity are considered here, namely (a) replicative validity: how well the ANN model can capture the general underlying relationship in the calibration data (b) predictive validity: the ability of the model to generalize or learn the specific patterns in the calibration data, (c) structural validity: plausibility of the model when compared with a priori knowledge (Humphrey et al., 2017). For, the replicative validity, the model fit is evaluated, and residuals are analyzed for violation of error model assumptions using graphical plots of predictions and residuals. The predictive validity is ensured by demonstrating the model’s performance on an independent test set in addition to the training and cross-validation sets such that there is no overfitting and underfitting. Lastly, for structural validity, the relative contribution of each input predictor to the model output is assessed using a sensitivity analysis (described in section 4.1). The more complex methods to quantify relative importance of inputs found in literature are skipped here as replicative and predictive validity are most important for forecasting problems. For further details, the reader is referred to Humphrey et al. (2017) who proposed such a validation framework for multilayer ANNs.

3.5. ANN-based forecasts for reservoir operations optimisation

The inclusion of forecast variables as a part of ANN input predictor set allows for using different forecast products to model the forecast flow. The trained ANN model when fed with the GFS and GEFS-based deterministic and ensemble forecast fields, respectively, over the test period results in deterministic and ensemble members of forecast for 1–7 days lead time. The forecast flow was used to optimize the release decisions to maximize the hydropower generation, without compromising the flood control and dam safety. The focus in this study is on dams that overwhelmingly require daily or longer time horizon for decision-making. Hence, the optimization was set up with daily temporal scale

---

Fig. 3. A schematic of different steps involved in building the ANN architecture and input predictor combination.
over a horizon of 1–7 days. The study formulates the following two operating schemes to demonstrate the application and value of forecast flows in reservoir operations.

3.5.1. Forecast-guided operations using model predictive control scheme

This scheme is devised to simulate the reservoir operations using short-term deterministic forecasts over 1–7 days lead-times to generate daily release decisions that are optimal according to a constrained objective function. The release at first time step was implemented while the later ones were revised at the next step's model run using updated forecasts. Such a strategy termed as Model Predictive Control (MPC) (or ‘rolling horizon’), was proposed by Mayne et al. (2000) and implemented by Turner et al. (2017). The objective in this study was set to minimize the hydropower deficit from maximum installed capacity (or, to maximize energy generated) over the forecast horizon based on the optimized releases. The end-state of reservoir at the end of 7th day is controlled using a penalty function that considers the reservoir state beyond the forecast horizon. This penalty function was proportional to the amount of deviation of the terminal reservoir level from the rule curve specified level. During the flood seasons, excessive spillway release was kept in check to minimize potential downstream damage. If a flood event is forecasted causing the reservoir level to reach the flood storage pool, the penalty function was modified to the sum of spillway release from the reservoir over the 7-day period. Thus, the selected penalty function grants preference to those release decisions that either minimize large deviations from rule curve specified levels or minimize the downstream flood risk, based on the season of reservoir operation.

The major objective of energy maximization and the penalty function were implemented in the form of a Multi-objective Optimization Problem (MOP) seeking Pareto optimal set of solutions (Madsen et al., 2009). The suitability of Pareto optimal solutions for MOPs in reservoir operations has been demonstrated, amongst others, by Chen et al. (2017), Yang et al. (2015) and Giuliani et al. (2016). The Non-dominated Sorting Genetic Algorithm (NSGA-II; Deb et al., 2002) was used to yield the Pareto front of the optimal solutions, where none of the objective functions can be improved further without violating the other.

Several constraints were imposed for optimizing the reservoir releases in the interest of downstream stakeholders, dam safety and environmental concerns. Logistical constraints included turbine and spillway capacity limiting the power and spillway release and storage-volume continuity. The minimum reservoir storage was set to 95% of the historical minimum while limited by the flood control pool. The flood control constraint was implemented by limiting the total release to a safe threshold considering downstream flooding. The environmental flow was used to set the minimum release. The mathematical formulation and details of the constraints and objective functions are given in Appendix B.

3.5.2. Benchmark scheme

To assess the performance and value of optimizing the reservoir operations using the flow forecasts, a benchmark operating scheme is needed. In reality, dam operations would take into account many other factors that cannot be easily accommodated in a scientific analysis including regulatory requirements, power grid requests for hydropower dispatch, and recreation demands from local agencies. Thus, the hydropower benefits cannot be directly compared against the respective benefits from actually observed operations. Hence, a customized operation scheme was designed targeted specifically at maximizing the hydropower objective function (Turner et al., 2017). As proposed by Turner et al. (2017), the control rules were designed in the form of look-up table where the optimal release is specified as a function of two state variables – the reservoir storage level and season of year. We followed here the most rigorous way of designing such rules by optimizing the operations using the observed time series data over 24 years from 1995 to 2018. The objective function was to maximize the total energy generated by the reservoir (which is the same objective as used for the optimization based on the forecasts). Although, the forecast-guided operations were obtained using daily optimization, a monthly time step was chosen to obtain the control release policy for benchmarking considering the huge number of data points to optimize over at daily scale.

3.6. ANN-based ensemble forecasting

The inherent uncertainty in the forecast variables of precipitation and temperature from the NWP models propagate in the modeled flow forecasts. To account for this uncertainty in modeled flow, the input predictors of forecast precipitation and minimum and maximum temperature from the ensemble forecast product of GEFS were inputs to the selected ANN configuration. Corresponding to each of the 11 GEFS ensemble members, 11 different realizations of the 1–7 days lead time forecast flow were obtained from the ANN model. The numerically fast ANN technique allowed the simulation of all the ensemble members in mini processing time.

Next, the optimization model, set up to use deterministic forecasts, was simulated with three scenarios of GEFS-based forecast flow – the minimum, maximum and average of the ensemble inflow members. Maximizing the objective function value across all ensemble members to optimize decisions will undermine the dam operator's ability to adjust release in response to new information (Turner et al., 2017). The use of multi-stage stochastic optimization for optimization based on ensemble forecasts can also be found in literature (Xu et al., 2015; Fan et al., 2016). However, due to its computationally demanding requirements and complex implementation, we have limited the study here with a deterministic rolling horizon type optimization for probabilistic forecast using minimum, maximum and average of the ensemble scenarios.

4. Results from case studies

The ANN based forecasting was tested for each of the 23 selected dam sites and the performance was assessed individually. The ensemble forecasting was applied to 3 dams for demonstrating the concept and performance. Finally, the reservoir operations optimization using the modeled forecasts is shown for a single dam. The detailed results are described in the following sections.

4.1. ANN architecture and input selection

For arriving at the optimal input combination, first the number of antecedent days for the candidate predictor variables, as identified in section 3.2, was determined using the statistical properties of the respective time series. We chose to perform this analysis first for one of the dams – Pascenola dam (located in Oklahoma, USA) to obtain an estimate of probable predictors and then tested the configuration for other dams.

The cross-correlation function (CCF), measuring the similarity of a time series with the lagged versions of another, was obtained for the antecedent variables of precipitation, baseflow, temperature, windspeed, against the observed streamflow series at various lags. Partial autocorrelation of observed streamflow was plotted to assess the predictability in the antecedent flow. As shown in Fig. 4(a), the cross-correlations decline with increased lags and are significantly high for precipitation and baseflow for use as predictors for ANN. The streamflow PACF indicates significant correlation up to lag 3 and falls sharply thereafter below the confidence limits. For the moving averaged streamflow as input, the best value of memory window length K, was determined using the cross-correlation between streamflow and antecedent moving-averaged flow as plotted in Fig. 4(b) for K values of 3, 5 and 8 for the Pensacola dam. From the CCF plots, it can be observed that the moving average flow correlates differently at different lags
based on the window size. For each lead-time, the window size giving the best cross-correlation was identified to obtain the optimal $K$ value.

Based on this CCF based analysis, following values were selected for antecedent moving averaged streamflow: $K = 3$ for lead times of 1 and 2 days, $K = 5$ for lead time of 3 days and $K = 8$ for lead times of 4–7 days. Three days of antecedent streamflow were also used for forecasting beyond lead-time of 3 days. Two and three days of antecedent precipitation and baseflow were considered, respectively, while the temperature, soil moisture and windspeed were ignored due to lower CCF values. In applying the filter for baseflow separation, the values of 0.05 and 0.73 were found for $a$ and $B_{\text{max}}$, respectively using a trial-and-error procedure for Pensacola dam. In addition to these antecedent variables, the forecast forcings of precipitation and temperature (minimum and maximum) were also provided as input nodes to ANN pertaining to the respective lead time of forecasting.

Next, to select the final set of input nodes and to assess the relative contribution of each predictor, the ANN was simulated with different combinations of predictors. This demonstrates the structural validity of the selected model as explained in section 3.4. The configuration was kept same across all the dams to allow fair assessment across all 23 dams and keep the sensitivity analysis simple. The sensitivity analysis is also advantageous as it can inform if the ANN model trained using a particular set of inputs is robust enough to be scalable to locations with varying characteristics.

For assessing the performance, the NSE was calculated for each lead-time of the modeled flow. Using the ANN configuration that yielded the highest average NSE across all the dams, the best combination of input nodes was derived. The period of Jan 2007 to Aug 2014 was used as the training set, while the validation and testing sets extended from Sep 2014–Oct 2015 and Nov 2015–Dec 2017, respectively. Table 2 demonstrates the sensitivity analysis carried out with the different configurations, tabulating the average NSE values for lead times of 1, 4 and 7 days over all the dams during the testing period. The individual dam NSE values are shown only for Pensacola and Green Peter dams for the sake of brevity, for the lead times of 1 and 7 days.

Table 2 gives the value that each individual predictor adds to the ANN forecast skill. It can be seen that, although the antecedent and forecast precipitation and temperature have little value by themselves,
they generally improve the performance when used in combination with the flow variables. Although exceptions exist to this trend when only NSE is considered as a measure of performance as in Table 2, the skill is improved in terms of minimized lag between the peaks in the modeled and observed flow. This is more visible from the lagged correlations between the two streamflow time series plotted in Fig. 5, where higher correlation value close to lag 0 represents better performance with reduced peak time lagging. Using only the base flow and moving average flow as predictors (Fig. 5(a and b)), the peak correlation occurs at a higher lag due to which the modeled peaks exhibit time lagging. However, as Fig. 5(b, d) show, the lag is reduced significantly when forecast precipitation and temperature are included. The correlation values at lag 0 increase in the latter combination.

Based on this analysis, the final predictor combination for the ANN is selected as: antecedent precipitation (2 days), antecedent baseflow (3 days), antecedent streamflow (3 days; for lead times of 4–7 days), antecedent moving average flow (3-, 5- and 8-day window based on lead time), forecast precipitation (1 day) and forecast min/max temperature (1 day each). The final ANN architecture selected is shown in Fig. 6.

### 4.2. ANN-based forecast assessment

Using the optimal combination of predictor nodes from section 4.1, the ANN model was simulated for the selected 23 dams and the skill in forecast was assessed using various metrics of evaluation over the testing period.

To assess the predictive validity, the evaluation of the modeled flow was performed over completely independent test set using metrics of NSE, Correlation, and MAE. Table 3(a) summarizes the metrics for each of the 23 dams. The six stations on Ganges, Brahmaputra and Mekong river basins over which the ANN model was setup are also included in the evaluation for the sake of comparison in Table 3(b). The plots of the observed and modeled flow time series are shown in Fig. 7.

The replicative validity is assessed using (i) scatter plot of observed and modeled flow, and (ii) time series of standardized residuals. Scatter plot of the observed and modeled flow data in Fig. 8(a) shows robust performance, where systematic divergence from the 1:1 line indicates unmodeled behavior. The time series of the standardized residuals, as

<table>
<thead>
<tr>
<th>Predictor Combination</th>
<th>Average NSE (all 23 dams)</th>
<th>Pensacola Dam</th>
<th>Green Peter Dam</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>L1</td>
<td>L4</td>
<td>L7</td>
</tr>
<tr>
<td>$P_{t}T_{f}$</td>
<td>0.095</td>
<td>0.030</td>
<td>0.036</td>
</tr>
<tr>
<td>$P_{t}P_{t}T_{f}$</td>
<td>0.177</td>
<td>0.108</td>
<td>0.063</td>
</tr>
<tr>
<td>$B$</td>
<td>0.670</td>
<td>0.371</td>
<td>0.286</td>
</tr>
<tr>
<td>$Q$</td>
<td>0.652</td>
<td>0.347</td>
<td>0.272</td>
</tr>
<tr>
<td>$Q,B$</td>
<td>0.669</td>
<td>0.366</td>
<td>0.253</td>
</tr>
<tr>
<td>$T_{b}Q,B$</td>
<td>0.551</td>
<td>0.416</td>
<td>0.327</td>
</tr>
<tr>
<td>$P_{t}$</td>
<td>0.730</td>
<td>0.451</td>
<td>0.231</td>
</tr>
<tr>
<td>$P_{t}P_{t}Q,B$</td>
<td>0.771</td>
<td>0.396</td>
<td>0.306</td>
</tr>
<tr>
<td>$P_{t}T_{b}Q,B$</td>
<td>0.654</td>
<td>0.331</td>
<td>0.327</td>
</tr>
<tr>
<td>$P_{t}P_{t}T_{f}Q,B$</td>
<td>0.743</td>
<td>0.481</td>
<td>0.342</td>
</tr>
</tbody>
</table>

Fig. 5. Lagged cross-correlations between the modeled and observed streamflow for Pensacola dam using (a) only base flow and moving average flow, (b) using also the antecedent/forecast precipitation and temperature as predictors in addition to antecedent flow. (c) & (d) same evaluation but for Green Peter dam. Higher correlation value close to lag 0 represents better performance with reduced peak time lagging. Blue lines mark 95% confidence bands around zero. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)
plotted in Fig. 8(b) identifies any serial correlation in the residuals that suggests unmodeled deterministic behavior. The standardized residuals were calculated as raw residuals divided by their estimated standard deviation. An ideal plot of residuals should lie randomly within a horizontal band with no visible patterns.

Figs. 7 and 8 suggest that the forecast skill decreases with increasing lead-time as expected, however the scatter plot of the observed and modeled flow fits well across the 1:1 line. The standardized residuals are mostly randomly distributed around the zero line, though the peak flow season has a few negative residual points for lead times of 4 and 7 days, corresponding to the underestimations in modeled flow. The performance for Pennacola dam is specifically affected by an unusually extreme peak event that hit the reservoir during the testing period, the likes of which did not occur over the training set of data. This causes heavy underestimations in the flow forecast over the event. A longer training period is required to improve the performance over such extreme peak flow events. Apart from this exceptional peak event, serial correlation in the residuals is mostly minimal across dams.

After assessing model validity, the next step in the ANN performance assessment is to compare the performance across the 23 dams (and 6 large-scale basin stations) as a function of dam’s hydrologic and climate characteristics. Three factors were used to capture the varying characteristics – upstream drainage area of dam, local climate according to Köppen-Geiger climate classes, and coefficient of variation (COV) of observed streamflow, defined as ratio of the standard deviation of the in-flow time series (over training period) to its mean value. COV is a measure of variability of the incoming flow into the reservoir. Fig. 9(a) below plots the distribution of NSE values for lead-time of 1 and 7 days (measure of ANN performance) over the testing period, as a function of the COV for each dam. The respective climate class-based distribution of the NSE values for each dam is shown in Fig. 9(b). COV is shown on the same plot in the bottom panel.

### Table 3a
Evaluation of ANN flow forecasts for 23 dams stating NSE, Correlation and MAE for lead times of 1, 4 and 7 days.

<table>
<thead>
<tr>
<th>Dam Name</th>
<th>NSE</th>
<th>Correlation</th>
<th>MAE (cfs)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>L1</td>
<td>L4</td>
</tr>
<tr>
<td>1</td>
<td>Libby</td>
<td>0.974</td>
<td>0.871</td>
</tr>
<tr>
<td>2</td>
<td>Jackson</td>
<td>0.958</td>
<td>0.850</td>
</tr>
<tr>
<td>3</td>
<td>Dworshak</td>
<td>0.955</td>
<td>0.812</td>
</tr>
<tr>
<td>4</td>
<td>Hungry Horse</td>
<td>0.920</td>
<td>0.746</td>
</tr>
<tr>
<td>5</td>
<td>Navajo</td>
<td>0.917</td>
<td>0.819</td>
</tr>
<tr>
<td>6</td>
<td>Great Salt</td>
<td>0.910</td>
<td>0.754</td>
</tr>
<tr>
<td>7</td>
<td>Lost Creek</td>
<td>0.908</td>
<td>0.711</td>
</tr>
<tr>
<td>8</td>
<td>Cougar</td>
<td>0.885</td>
<td>0.496</td>
</tr>
<tr>
<td>9</td>
<td>Hills Creek</td>
<td>0.864</td>
<td>0.670</td>
</tr>
<tr>
<td>10</td>
<td>Detroit</td>
<td>0.843</td>
<td>0.720</td>
</tr>
<tr>
<td>11</td>
<td>Pennacola</td>
<td>0.838</td>
<td>0.517</td>
</tr>
<tr>
<td>12</td>
<td>Fort Peck</td>
<td>0.777</td>
<td>0.329</td>
</tr>
<tr>
<td>13</td>
<td>Mud Mountain</td>
<td>0.746</td>
<td>0.280</td>
</tr>
<tr>
<td>14</td>
<td>Howard</td>
<td>0.717</td>
<td>0.457</td>
</tr>
<tr>
<td>15</td>
<td>Buford</td>
<td>0.678</td>
<td>0.465</td>
</tr>
<tr>
<td>16</td>
<td>Hartwell</td>
<td>0.632</td>
<td>0.433</td>
</tr>
<tr>
<td>17</td>
<td>Carters</td>
<td>0.624</td>
<td>0.414</td>
</tr>
<tr>
<td>18</td>
<td>Allatoona</td>
<td>0.571</td>
<td>0.524</td>
</tr>
<tr>
<td>19</td>
<td>Eldorado</td>
<td>0.566</td>
<td>0.100</td>
</tr>
<tr>
<td>20</td>
<td>Green Peter</td>
<td>0.531</td>
<td>0.381</td>
</tr>
<tr>
<td>21</td>
<td>Broken Bow</td>
<td>0.517</td>
<td>0.167</td>
</tr>
<tr>
<td>22</td>
<td>Fort Supply</td>
<td>0.246</td>
<td>-0.333</td>
</tr>
<tr>
<td>23</td>
<td>Marion</td>
<td>0.323</td>
<td>-0.092</td>
</tr>
</tbody>
</table>
Fig. 7. ANN modeled flow plotted against observed values over testing period for 1, 4, and 7-days lead time (L1, L4, and L7) for Lost Creek, Navajo, Libby, Hills Creek and Pensacola dams.

Fig. 9(a) reveals strong negative signal between the COV and forecast skill. The six stations in large river basins perform very well (Table 3(b)) with much larger catchment areas and smaller variation in flow due to monsoonal hydrology. From Fig. 9(b), it is evident that the performance improves as the drainage area increases especially for the cold humid and humid subtropical class dams. The Mediterranean class dams perform well even for smaller reservoirs due to the similar flow characteristics in all the four dams (COV ~1 and mean flow ~1500 cfs). Appendix A shows the map of climate class with ANN performance for each dam. The two exceptions from the expected trend, circled in red, are explained below:

1. The Fort Supply dam, in humid subtropical climate, receives very low flows with a mean value of 43 cfs over the training period and 18 cfs over validation/testing, leading to high COV. This results in offsetting the effect of average drainage area and makes it harder for ANN to learn the flow pattern.

2. The Fort Peck with drainage area is 149,508 km² (not shown entirely in Fig. 9(b) due to scaling issues) is the only dam to have a few regulating flow structures upstream. A part of annual inflow is contributed by the releases from other upstream dams in addition to the natural unregulated component, which deteriorates the NSE value at higher lead times and again counterbalances the effect of very high drainage area.

4.3. ANN-based ensemble forecasts

Feeding the ANN with ensemble of forecast predictors from GEFS resulted in ensemble members of the forecast flow and estimates of flow uncertainty. The spread and mean of the forecast flow were calculated. The application is demonstrated over a single peak flow event for three dams. These are: (i) Pensacola dam with peak event of May 2015, (ii) Detroit dam with peak event of Dec 15, (iii) Jackson dam with peak event of May-Jun 2016. The results of ensemble forecasts compared with the deterministic (using GPS forcing fields from section 4.2) and observed flows are shown in Fig. 10. The mean of the ensemble forecasts usually corresponds well with the deterministic forecasts except during the high flow events when the ensemble spread is higher. The increase in forecast flow uncertainty with lead-time is also visible from Fig. 10 for the selected dams.

4.4. Reservoir operations optimization using deterministic forecasts

To demonstrate the optimization of reservoir operations based on the ANN-based forecasts, the Pensacola dam was selected. A schematic of dam specific with key operating constraints is shown in Fig. 11(a). The observed data of inflow, releases and hydropower generation were obtained from the USACE (Monthly Charts for Grand Lake, 2018).

4.4.1. Forecasts based Model Predictive Control scheme

The optimization using data-driven inflow forecast was performed over a period of two years (Sept 2014–Aug 2016) for Pensacola Dam. The period was selected to ensure it does not entail the training set of ANN. The optimization problem is solved at each time step applying NSGA-II technique, yielding the optimal release sequence for the horizon of 1–7 days. With the MPC strategy, the first of these is implemented in simulation and the remainder are subsequently updated next day when a new forecast is issued. A balanced optimum solution was chosen on the Pareto front for flood and non-flood seasons to maximize hydropower and minimize the penalty function. An example Pareto-optimal solution front between the hydropower deficit minimization and penalty function (in terms of deviation from rule curve) and a sample balanced solution over the front is shown in Fig. 11(b). The optimized release decisions over the 2-year period are compared with the actual observed operations in Fig. 12(a), while the resulting reservoir headwater levels based on optimized and observed releases are compared in Fig. 12(b).

4.4.2. Benchmark scheme

The benchmark operating scheme, in the form of control rules or look-up table, was designed to assess the performance of optimized operations based on forecasts. The computations over the 24-year period (1995–2018) at monthly time step were performed using the R package ‘reservoir’ (Turner and Galelli, 2016) with the ‘sdphydro’ function that implements Stochastic Dynamic Programming under given constraints and constants. Release was discretized into 50 uniform values up to the maximum release threshold (see Appendix B), while the storage was
discretized into 200 values within the set bounds. Fig. 13 shows the optimal release decisions, storage behavior and power generated under control rules.

4.4.3. Comparison of forecast-based optimization with the benchmark

To assess the optimization performance, two hydropower benefits were calculated: (i) optimized HP: hydropower generation resulting from the optimized releases based on the ANN inflow forecasts while passing the observed inflow into the system; (ii) benchmark HP: hydropower generated from benchmark control rules-based operations. Over the two years of assessment (Sep 2014–Aug 2016) that includes flood and non-flood seasons, the optimized HP was 954,061 MWh in comparison to the benchmark HP of 906,807 MWh. Thus, the optimized release decisions resulted in an additional and ‘flood-safe’ hydropower production of 47,253 MWh amounting to $4,611,892 using the average residential electricity rate in Oklahoma City of 9.76¢/kWh (Electricity

Fig. 8. (a) Scatter plot of the forecast and observed flow for 1, 4 and 7-days lead times; (b) Standardized residuals plotted with time over testing period to identify serial residual correlation for Lost Creek, Navajo, Libby, Hills Creek and Pensacola dams.
Fig. 9. (a) ANN performance in terms of NSE values at lead time of 1 and 7 days (L1 and L7) plotted against the coefficient of variation (COV) for all the 23 dam sites including the additional 6 large-scale basin stations. (b) Distribution of NSE values (left y-axis) for each dam at L1 and L7 with drainage area (right y-axis) in the upper panel. The respective local climate class and COV is plotted in the lower panel. The dams in each climate class are sorted in order of decreasing drainage area. The two exceptions – Fort Supply and Fort Peck not following the expected trend are encircled in red. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)

Table 3B
Evaluation of ANN flow forecasts for six stations of Ganges, Brahmaputra and Mekong river basins, comparing the NSE and Correlation.

<table>
<thead>
<tr>
<th>#</th>
<th>Station Name</th>
<th>NSE</th>
<th>Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>L1</td>
<td>L4</td>
</tr>
<tr>
<td>1</td>
<td>Hardinge Bridge</td>
<td>0.945</td>
<td>0.936</td>
</tr>
<tr>
<td>2</td>
<td>Bahadurabad</td>
<td>0.892</td>
<td>0.893</td>
</tr>
<tr>
<td>3</td>
<td>Vientiane</td>
<td>0.990</td>
<td>0.880</td>
</tr>
<tr>
<td>4</td>
<td>Pakse</td>
<td>0.990</td>
<td>0.950</td>
</tr>
<tr>
<td>5</td>
<td>Stung Treng</td>
<td>0.990</td>
<td>0.940</td>
</tr>
<tr>
<td>6</td>
<td>Kampong Cham</td>
<td>0.990</td>
<td>0.960</td>
</tr>
</tbody>
</table>

Rates, 2018). At an average electricity consumption of 900 kWh per month per US household, this much of energy can fulfill the demands of around 45,530 households for one month.

For the penalty function addressing flood control during peak flow seasons, two peak events in the two-year period of assessment were analyzed for the improvement in peak release reduction. The ANN forecast flow over each of these events is shown in Fig. 14.

The underestimation is much higher in the second peak flow event with increasing lead-time as the event of such a magnitude is quite rare making it difficult for ANN to learn. Due to this underestimation, as the optimization over 7-day horizon proceeds, the pre-event releases are triggered only very close to the event and not much improvement is achieved in downstream flood control. While on the contrary, for the May 2015, with better forecast skill, the optimal releases are bounded within the safe threshold of 30,000 cfs for most days and the peak re-
4.5. Reservoir operations optimization using ensemble forecasts

The ensemble of the forecasts was assimilated into the reservoir operations optimization. The optimization model as setup in section 4.2 was simulated with three scenarios of GEFS-based forecast flow – the minimum, maximum and average of the ensemble inflow members. The technique is illustrated using the peak flow event of May 2015 over Pensacola Dam. The GEFS ensemble-based inflow forecasts, as shown earlier in Fig. 10(a), were used to simulate the optimization model. The optimized releases and resulting reservoir elevations from each ensemble scenario and from previously obtained GFS-based forecasts are plotted in Fig. 15.

Figs. 15(a) and Fig. 10(a) suggest that the uncertainty in inflow forecasts, which is minimal for lead-time of 1 day and increases afterwards, translates into the corresponding uncertainty in the release deci-
Fig. 12. (a) Optimized release policy using the ANN forecasted inflow, compared with the observed operations; (b) Resulting reservoir headwater levels using optimized and observed releases, and the rule curve for Pensacola dam from USACE.

Fig. 13. Reservoir operating policy and resulting reservoir behavior at monthly scale based on the benchmark control rules designed specifically for hydropower maximization neglecting the forecasts using the R package ‘reservoir’ (after Turner and Galelli, 2016).

Fig. 14. ANN forecast flow for lead times of 1, 4 and 7 days over the Pensacola dam’s peak inflow events of (a) May 2015 with peak flow of 99,700 cfs and (b) Dec 2015 of 221,360 cfs.

Fig. 15. Optimized release decisions using rolling horizon optimization and resulting reservoir elevation behavior based on average, min and max of the GEFS ensemble flow forecasts. Spread is obtained based on the minimum and maximum values of the optimized variables. The respective variables from GFS based deterministic forecasts and observations are also shown.
sions. However, as the optimization proceeds on a rolling horizon basis, the more certain and skillful forecasts are ingested to generate optimal release decisions that minimize the uncertainty in the policy and resulting reservoir storage behavior.

5. Discussion and conclusions

A data-driven weather forecast-based reservoir inflow forecasting using ANN technique was developed with a comprehensive validation and testing framework. The scalability of the concept was proven by applying it over an inventory of 23 dams receiving unregulated natural inflow with varying hydrological and climate characteristics. A consistent ANN architecture and input predictor configuration was used to allow a fair comparison across dams. In addition to the antecedent conditions, short-term forecast fields from the GFS model were used as inputs to train a three-layered ANN. Using a transformation of antecedent flow time series along with the forecast fields improved the peak flow estimation with minimum time lagging. Six stations (with no dams) on large river basins of Ganges, Brahmaputra and Mekong were also included in the assessment. Superior performance was observed for these international basins due to their large basin area and strong seasonal hydrology due to the predictable monsoon. The forecast skill assessment suggested that the technique performs reasonably well with NSE value greater than 0.5 for 48% of the sites (including those on larger basins) for forecasts at lead-time of 7 days. This suggests that the same ANN configuration is able to capture the flow variations across a variety of dams.

The performance across the different dams also revealed trends pertaining to flow characteristics and area of the upstream catchment. As reservoir receives inflow that is more variable over the annual scale with less visible seasonal patterns, reflected by a high COV value, the forecast performance decreases. This can be explained as the ability of ANN to learn from the limited training provided in this study is not sufficient when the variability in the flow is too high. An improved performance can be achieved for such basins using a longer training period with varying flow regimes. Apart from COV, another factor controlling the flow characteristics and the forecast skill is the drainage area of the basin. Decreasing drainage area makes the basin hydrologically more responsive with lower times of concentration and the basin generates flashier peak flows with lesser seasonal patterns. This deteriorates the forecast skill especially with the increasing lead-times. Furthermore, although the performance of dams in Mediterranean climate zone is generally better than dams in other climates, there is no remarkable trend as a function of local climate. This in fact verifies the robustness of the selected ANN architecture’s learning ability across diverse hydro-climaticologic conditions. The results also prove the global scalability of the proposed technique, as the forecast performance was tested here for a wide range of hydrologically different dam sites (as well as undammed river stations in large river basins of Asia) and in different climates. A comparison of the proposed ANN approach against simpler modeling techniques (such as a linear regression or conceptual rainfall-runoff model) will further underscore its value and will be a focus of future study.

As the deterministic flow forecasts from ANN model were not able to capture the inherent uncertainty present in the streamflow estimates, an ensemble of forecast fields was assimilated into the trained ANN to propagate the uncertainty. The results revealed that the highest spread in ensemble flow forecasts occurs during the peak flow seasons when the inflow into reservoir is most uncertain. This is the regime when the dam operators can benefit most from these forecasts. Providing the operating agencies with the ensemble forecasts during flood seasons can help increase the odds of operating for the flows of high probability of occurrence and improve the energy generation without risking the flood control.

The forecasting technique was then coupled with a reservoir optimization model for maximizing the hydropower generation without compromising flood control and dam safety. A rolling horizon scheme was employed to obtain optimal release policy over the horizon of 1–7 days. A benchmark policy, obtained as look-up table by neglecting the forecasts but optimized for energy generation, provided a fair benchmark to compare hydropower benefits from the forecast-based optimal operations. The long-term assessment over two years yielded significant benefit over the benchmark policy with reduced flood risk downstream.

Short-term ensemble forecasts were also explored in this study. The reservoir operations optimization model was also simulated using the different scenarios (min, max and average) of the flows over the forecast horizon. The uncertainty in the release decisions was propagated by the corresponding spread of the ensemble forecast flows, although the effect was undermined due to the continual updating of forecasts every day during the optimization process. It should be mentioned that uncertainty (spread) in the ensemble flow forecasts, which is highest at times of extreme peak flow, also leads to the uncertain operating policy mostly during the peak flow times. This implies that the use of ensemble forecasts can be most efficient during the seasons of high flow and should be avoided over drier periods.

The proposed ANN scheme that is numerically fast and efficient for forecasting of reservoir inflow allowed an assessment over multiple years and multiple sites using computationally modest resources. The proposed ANN technique is appropriate for global scale operationalization of short-term reservoir inflow forecasts for any dam site provided the training data are selected carefully with acute hydro-climatic understanding of the basin. The inputs used herein are freely and globally available. Such a technique also allows long-term risk assessment of historical operations by directly incorporating the forecast fields from NWP models. The optimization using Pareto optimality concept allows the operator to choose an appropriate optimal solution depending on the prevailing circumstances and analyzing the tradeoff between the conflicting objectives. Future work will constitute exploring this concept for network of dams that are operated as a system (such as the Colorado or the Colombia River system). Another future extension of this work is to connect energy demand forecasting and energy market pricing with the ANN-based reservoir operations optimization. A key component towards operationalization is dissemination of the outcome into a form useful for the operating agencies and practitioners so that the results and advisory become locally actionable. Our future research plans to address these issues and report them in a future study.

Appendix A. ANN Performance with Köppen Geiger Climate Classes

The climate classes used in this study are shown in the map below, with the distribution of selected dam sites. The markers for each site are sized with the NSE of ANN forecast at lead time of 1 day.
Appendix B. Optimization model setup for Pensacola Dam

Constraints – Mathematical Formulation

We define the following constraints for the optimization model with the specific values summarized in Table B1.

1. Release from the turbines is constrained by the turbine capacity,

\[ R_{p,t} \leq P_{turb} \quad \forall t \]  

(B.1)

2. The system follows storage-volume continuity (water-balance equation) which requires that in each period \( t \),

\[ S_{min} \leq S_t \leq S_{max} \quad \forall t \]  

(B.2)

However, as the optimization is performed at daily time steps (\( \Delta t = 1 \)), the losses due to evaporation and seepage, \( L_e \), were ignored.

3. Reservoir storage was limited to ensure dam safety and avoid infeasible scenarios such as the reservoir running empty.

\[ S_{min} \leq S_t \leq S_{max} \quad \forall t \]  

(B.3)

Here, \( S_{min} \) is set up considering the conservation pool of the reservoir to keep it at a suitable level above the inactive pool, while \( S_{max} \) denotes the active storage capacity till the reservoir’s full pool.

4. To prevent the downstream flooding hazards, the total release was constrained to a maximum limit, \( R_{max} \).

\[ R_{p,t} + R_{sp,t} \leq R_{max} \quad \forall t \]  

(B.4)

5. To avoid excessive and infeasible rates of non-power release via the spillway, the non-power release rate was limited to the spillway capacity,

\[ R_{np,t} \leq Spill_{max} \quad \forall t \]  

(B.5)

6. Lastly, the releases made from reservoir should comply with the environmental flow limit, \( Q_{env} \).

\[ R_{np,t} + R_{p,t} \geq Q_{env} \quad \forall t \]  

(B.6)

Table B.1 Constraints for Optimization for Pensacola dam, OK

<table>
<thead>
<tr>
<th>Constraint</th>
<th>Value</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Turbine Capacity</td>
<td>12,000 cfs</td>
<td>–</td>
</tr>
<tr>
<td>Spillway Capacity</td>
<td>525,000 cfs</td>
<td>–</td>
</tr>
<tr>
<td>Minimum storage</td>
<td>1,265,000 ac-ft</td>
<td>95% of 10-yr minimum</td>
</tr>
<tr>
<td>Maximum storage</td>
<td>2,021,679 ac-ft</td>
<td>Flood control pool</td>
</tr>
<tr>
<td>Maximum release</td>
<td>50,000 cfs if level exceeds 750 ft, otherwise 30,000 cfs</td>
<td>Avoid flooding at downstream station of Neosho River</td>
</tr>
<tr>
<td>Env. flow limit</td>
<td>500 cfs</td>
<td>–</td>
</tr>
</tbody>
</table>

Objective Functions – Mathematical formulation

The following two functions (objective and penalty) were defined for setting up the optimization problem:

1. Energy Maximization: Minimize the deficit in hydroelectric energy production (MWh) from the maximum generation capacity of the powerplant,

\[ \min f_1 = \max HP - \sum T \cdot (HF_t - HT_t) \cdot R_{p,t} \cdot \Delta t_{turb} \]  

(B.7)

2. Penalty Function: Minimize the sum of the absolute value of storage deviations from the rule curve-specified value over a fixed number of days of the optimization horizon. It is represented as,

\[ \min f_2 = \sum_{T} S_{r, t} - T \cdot \Theta_{r} \quad (t = 3, 4, \ldots 7 \text{days}) \]  

(B.8)

If a flood event is forecasted causing the reservoir level to reach the flood storage pool, the function is modified to minimize the uncontrolled spillway release,

\[ \min f_2 = \sum_{T} R_{sp,t} \quad (t = 1, 2, 3, \ldots 7 \text{days}) \]  

(B.9)

where:

\( HP_{max} \) – Maximum hydropower generation capacity

\( HF \) – Reservoir forebay water level, obtained from area-elevation curve

\( HT \) – Reservoir tailrace water level

\( \epsilon \) – Turbine efficiency

\( R_{sp} \) – Spillway (non-power) release

\( R_p \) – Power (turbine) release

\( \Delta t_{turb} \) – Turbine operating hours
T – Target (rule curve specified) storage
S – Reservoir storage
t – Time step (days) over the period of optimization

Software availability

Name of the software: ANN Reservoir Inflow Forecasting Developer: Shahryar Khalique Ahmad
Contact email: shahmad@uw.edu
Contact Address: Dept. of Civil and Environmental Engineering, Univ. of Washington, USA
Software required: Matlab® 2018b (needs Deep Learning Toolbox™)
Formerly Neural Network Toolbox™)
Available Since: February 2019
Availability: Matlab code and necessary dataset, available at: https://github.com/shahryarmand/ANN_FlowForecasting

Data availability

The type and source of the data set considered in this study.

<table>
<thead>
<tr>
<th>Name of dataset</th>
<th>Data source (Developer)</th>
<th>Data format</th>
<th>Data availability</th>
</tr>
</thead>
<tbody>
<tr>
<td>5. Gridded historical precipitation</td>
<td>Livneh daily CONUS data <a href="https://www.esrl.noaa.gov/psd/data/gridded/data.livneh.html">https://www.esrl.noaa.gov/psd/data/gridded/data.livneh.html</a></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Appendix C. Supplementary data

Supplementary data to this article can be found online at: https://doi.org/10.1016/j.envsoft.2019.06.008.
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